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The NCSM curse of dimensionality - explicit matrix storage

106

108

1010

1012
D

im
en

si
on

(a)

6 8 10 12 14 16 18 20 22 24

Nmax

106

109

1012

1015

#
n
on

-z
er

o
M

E (b)

6Li

10�2

100

102

104

S
iz

e
(G

B
)

10�3

100

103

S
to

ra
ge

(T
B

)Pr
ev

io
us

 li
m

it 
 

(S
hi

n 
et

al
, W

en
dt

, S
ää

f e
t a

l)

NN only

N
ew

  l
im

it 
 

(F
or

ss
én

 e
t a

l.,
 a

rX
iv

:1
71

2.
09

95
1)



6-Li ground-state observables

From Nmax=20 to 22 the variational minimum changes by < 90 keV

NN interaction: NNLOopt (Ekström et al, 2013)�35
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▸ What is the equivalent of Lüscher’s formula for the harmonic 
oscillator basis?  
[Lüscher, Comm. Math. Phys. 104, 177 (1986)] 

▸ Convergence in momentum space (UV) and in position space (IR) 
needed  
[Stetcu et al. (2007); Coon et al. (2012); Furnstahl et al. (2012, 2015); König et al. (2014)] 

▸ Choose regime (N, ħω) with negligible UV corrections. 

▸ The infrared error term is universal for short range Hamiltonians. 

▸ It can be systematically corrected and resembles error from putting 
system into an infinite well.

 Convergence in finite oscillator spaces
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Recent work has shown that a finite harmonic oscillator basis in nuclear many-body calculations effectively
imposes a hard-wall boundary condition in coordinate space, motivating infrared extrapolation formulas for
the energy and other observables. Here we further refine these formulas by studying two-body models and the
deuteron. We accurately determine the box size as a function of the model space parameters, and compute
scattering phase shifts in the harmonic oscillator basis. We show that the energy shift can be well approximated in
terms of the asymptotic normalization coefficient and the bound-state momentum, discuss higher-order corrections
for weakly bound systems, and illustrate this universal property using unitarily equivalent calculations of the
deuteron.

DOI: 10.1103/PhysRevC.87.044326 PACS number(s): 21.30.−x, 05.10.Cc, 13.75.Cs

I. INTRODUCTION

Harmonic oscillator (HO) basis expansions are widely used
in nuclear structure calculations, but limited computational
resources often require that the basis be truncated before
observables are fully converged. In such cases, a procedure
to extrapolate results to infinite basis size is needed. Such
schemes have conventionally been formulated using the basic
parameters defining the oscillator space, namely the maximum
number of oscillator quanta N and the frequency ! of
the oscillator wave functions. An alternative approach to
extrapolations is motivated by effective field theory (EFT)
and based instead on explicitly considering the infrared (IR)
and ultraviolet (UV) cutoffs imposed by a finite oscillator
basis [1,2]. This has recently led to a theoretically motivated IR
correction formula and an empirical UV correction formula [2]
in which the basic extrapolation variables are an effective
hard-wall radius L and the analogous cutoff in momentum,
"UV. In terms of the oscillator length b ≡

√
h̄/(m!), rough

estimates of these variables are L ≈
√

2(N + 3/2)b ≡ L0 and
"UV ≈

√
2(N + 3/2)h̄/b [1,2].

The b dependence of L and "UV suggests that if the oscil-
lator length is small enough (i.e., if the oscillator frequency is
large enough), the UV correction will be negligible compared
to the IR correction. In this domain, an estimate for the energy
in the truncated basis was derived in Ref. [2] based on an
effective Dirichlet boundary condition at L:

E(L) = E∞ + Ae−2k∞L + O(e−4k∞L), (1)

where k∞ =
√

−2mE∞/h̄2 is the binding momentum defined
from the separation energy E∞. Consideration of the tails of
the HO wave functions motivated an improved choice for L

*more.13@osu.edu
†furnstahl.1@osu.edu
‡tpapenbr@utk.edu

given N and h̄! [2]:

L′
0 ≈ L0 + 0.54437 b (L0/b)−1/3. (2)

The extrapolation formula (1) is the leading-order correction
to the ground-state energy once UV corrections can be
neglected and once L exceeds the radius of the nucleus
under consideration. Test calculations of few- and many-
body nuclei using L = L′

0 and with E∞, A, and k∞ as
fit parameters showed that the IR correction formula (1)
can be used in practice [2]. (Note: The results in Ref. [2]
were derived in the laboratory system with m the particle
mass. Here for convenience we take m to be the reduced
mass µ, which rescales b and k∞ but leaves the expressions
unchanged.)

In the present work we seek a more complete understanding
of this correction formula and to more accurately determine
the hard-wall radius L. While the most useful application of
Eq. (1) is to few- or many-body nuclei, we specialize here
to the two-particle case, which we can control and calculate
precisely. In doing so we gain insight into the universal
features of the IR extrapolation, including its invariance to
phase-shift equivalent potentials and its application to excited
states. While the coefficient A was previously treated purely
as a fit parameter, we extend the derivation from Ref. [2] to
show how it can be expressed in terms of the observables
k∞ and the asymptotic normalization constant γ∞, just as
in the related Lüscher-type formulas developed for lattice
applications [3– 6]. We examine the approximations leading to
Eq. (1) and derive a corrected formula appropriate for weakly
bound states, which is shown to work much better for the
deuteron.

Our strategy is to use a range of model potentials for which
the Schrödinger equation can be solved analytically or to any
desired precision numerically to broadly test and illustrate
various features, and then turn to the deuteron with a set of
phase-shift equivalent potentials for a real-world example. In

044326-10556-2813/2013/87(4)/044326(14) ©2013 American Physical Society
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where

�hr
2
iL =

R
L

0
|uL(r)|2 r2 dr

R
L

0
|uL(r)|2 dr

�

R1
0

|u1(r)|2 r2 dr
R1
0

|u1(r)|2 dr
. (65)

Though the squared radius is a long-ranged operator, its
matrix elements will still be modified at short distances
by renormalizations or similarity transformations of the
Hamiltonian, see, e.g., Ref. [34]. Thus we cannot expect
an extrapolation law for the radius that depends entirely
on observables. Instead, we seek a formula that identifies
the L dependence but leaves parameters to be fit.

The strategy is to isolate the polynomial L dependence
by splitting the necessary integrals into an interior part
and an exterior part:
Z

L

0

r
n
|uL(r)|

2
dr =

Z
R

0

r
n
|uL(r)|

2
dr+

Z
L

R

r
n
|uL(r)|

2
dr ,

(66)
where R is su�ciently large so that the asymptotic form
of uL(r) from Eq. (2) can be used in the second integral.
Our expression for �hr

2
iL is independent of the normal-

ization of uL(r), so we are free to choose it so that the
large r form is exactly given by Eq. (2).

The first integral will depend on the details of the in-
terior wave function and therefore on the potential, but
the linear energy method shows us that to O(e�2k1L)
the L dependence is isolated. In particular, the depen-
dence on L of uL(r) in Eq. (49) is confined to �EL =
k1�

2
1e

�2k1L because duE(r)/dE|E1 for r < R is in-
dependent of L with our choice of normalization. Thus
the integral over r cannot introduce polynomial L depen-
dence and we can conclude that
Z

R

0

r
n
|uL(r)|

2
dr = O(L0)e�2k1L +O(e�4k1L) . (67)

The O(L0) coe�cient will depend on the potential, so we
will treat it as a parameter to be fit.

The second integral can be directly evaluated to
O(e�2k1L) using Eq. (2) and [kL]LO = k1 � �

2
1e

�2k1L

to expand |uL(r)|2. For n = 0 we find

Z
L

R

|uL(r)|
2
dr =

1

2k1
e
�2k1R

+
h
�
2
1

k1

⇣
R+

1

2k1

⌘
e
�2k1R + 2R� 2L

i
e
�2k1L

+O(e�4k1L) , (68)

and for n = 2 we find
Z

L

R

r
2
|uL(r)|

2
dr =

1

2k31

h1
2
+ k1R+ (k1R)2

i
e
�2k1R

+
h
�
2
1

k41

⇣3
4
+

3

2
k1R+

3

2
(k1R)2 + (k1R)3

⌘
e
�2k1R

+
1

k31

⇣2
3
(k1R)3 � k1L�

2

3
(k1L)3

⌘i
e
�2k1L

+O(e�4k1L) . (69)

Note that it is necessary to keep the expansion of |uL(r)|2

up to e
�4k1L until after doing the integrals because

terms proportional to e
�4k1L

e
2k1r will be leading or-

der.
When we use (68) and (69) and our previous result for

the interior integrals in Eq. (65), expanding consistently
to O(e�2k1L), we will mix R-dependent terms with the
L dependence. However, we can immediately conclude
that the general form to this order is (with � ⌘ 2k1L)

hr
2
iL ⇡ hr

2
i1[1� (c0�

3 + c1� + c2)e
�� ] . (70)

Here, hr2i1, c0, c1, and c2 are fit parameters while k1
should be determined from fitting the energy. This form
has been verified explicitly for finite-range model poten-
tials (e.g., square well and delta shell). The approxima-
tion (70) should be valid in the asymptotic regime � � 1.
In practice, one needs � & 3 so that the dominant �

3

correction is approximately an order of magnitude larger
than the subleading terms (with c1 and c2 expected to
be roughly the same size as c0 or smaller).
If we take the zero-range limit R ! 0 of the potential,

we arrive at the simple expression

�hr
2
iL

hr2i1
⇡ �

✓
(2k1L)3

3
� 4

◆
e
�2k1L

. (71)

Note that in this limit the correction becomes indepen-
dent of the potential.
The derivation given here can be directly extended to

l > 0 using the general expression for the asymptotic
wave function in Eq. (43). However, this wave function
has additional L dependence so the corresponding result
to Eq. (70) will have more complicated � dependence
unless additional simplifications are made. The extension
to other single-particle coordinate-space operators is also
direct, by replacing r

2 with the appropriate expression.

VI. SUMMARY AND OPEN QUESTIONS

In this paper we derived and tested a consistent and
systematic expansion for the s-wave binding momentum
and energy of a two-body system with a Dirichlet bound-
ary condition, Eqs. (16) and (17). As shown in Ref. [11]
for l = 0 bound states, such a boundary condition arises
as an e↵ective infrared cuto↵ when using a truncated
harmonic oscillator basis. Here we extended to l > 0 the
derivation from [11] that associates the oscillator basis
parameters to the appropriate hard-wall radius L. The
same formula for L derived previously for l = 0 (called
L2) is found to still hold for general l if expressed in
terms of the oscillator quantum number N = 2n+ l. We
subsequently obtained the energy correction for l > 0 at
LO.

Our expansion is based on the analytic structure of
the two-body S-matrix in the complex momentum plane.
The asymptotic wave functions for a boundary condition
at r = L are analytic continuations of the scattering solu-
tions to (purely) imaginary momentum. If continued to



 What (precisely) is the IR scale L?
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What is the corresponding cavity?

What (precisely) is the IR length L? 
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▸ In practice it is often challenging to fulfill: 

1.… being UV converged 

2. … reaching asymptotically large values of k∞L 

▸ Moreover, we lack a physical interpretation of k∞ for many-body 
systems. 

▸ Perform instead the extrapolation at a fixed (not necessarily UV 
converged) value of Λ 

▸ The LO IR extrapolation becomes

A practical approach to IR extrapolations

2

totically large values of k1L), and it would be profitable
to relax these conditions. We also note that IR extrapo-
lations of bound-state energies – when performed at large
UV cuto↵s that significantly exceed the cuto↵ of the em-
ployed interaction – sometimes fail to improve on the
variational minumum, see Refs. [25, 30] for examples.
This casts doubts on the usefulness of such extrapola-
tions and makes it necessary to revisit them in more de-
tail. This is a purpose of this paper.

This paper is organized as follows. In Section II we
propose IR extrapolation formulas for energies and radii
that are applicable in cases lacking a full UV convergence.
The extended reach of large-scale exact diagonalization
with the NCSM is presented in Sec. III, with more details
on the technical developments that have made such cal-
culations possible adjourned to the appendix A. We then
present an extensive set of large-basis NCSM results and
apply the IR extraplation formulas in Sect. IV, V, VI
and VII for the extrapolation of ground-state energies
and radii. We summarize our results in Sect. IX.

II. DERIVATION

Let us assume we work at a fixed value of ⇤ that is
not yet so large that UV convergence is fully achieved.
Usually this is the case for values of ⇤ that only moder-
ately exceed the cuto↵ employed by the interaction. As
the IR length L is increased, the tail of the bound-state
wave function will be built up, and we see that Eq. (1)
generalizes to

E(L,⇤) = E1(⇤) + a(⇤) exp [�2k1(⇤)L] (2)

at fixed ⇤. Equation (2) is only the leading term for
asymptotically large k1L but exhibits the full ⇤ depen-
dence [at least for ⇤ large enough to yield a bound-state
energy E(L,⇤)]. We note that the combined IR and UV
extrapolation formula applied in Ref. [21] is a special case
of Eq. (2) with constant a(⇤) = a, constant k1(⇤) = k1,
and E1(⇤) = E1 +A0 exp (�2⇤2

/A
2
1).

Let us consider applications of the extrapolation for-
mula (2) at fixed ⇤. In the harmonic oscillator basis, the
oscillator length is

b ⌘
r

~
m!

(3)

for a nucleon mass m and the oscillator frequency !. The
IR length scale L and the UV cuto↵ ⇤ are related to each
other [29]

L(N, b) = f(N)b ,

⇤(N, b) = f(N)~b�1
, (4)

because of the equivalency of momenta and coordinates.
Here, f(N) is a function that depends on the number
N of quanta that can be excited. This function depends
on the number of particles and di↵ers for product spaces

and NCSM spaces. We will use the standard notation
Nmax to denote an NCSM truncation of Nmax quanta
above the lowest possible configuration. The maximum
number of quanta for a single particle in such a basis will
be, e.g., N = Nmax + 1 for a p-shell nucleus. Following
More et al. [23], f(N) ⇡ [2(N+3/2+2)]1/2 as N � 1 for
a two-body system in the center-of-mass frame. In fact,
f(N) / N

1/2 in general for N � 1 [25, 28].
We can express L in Eq. (4) as L(N,⇤) = ~f2(N)/⇤.

Thus, L / N for N � 1 at fixed ⇤. This shows that
IR extrapolations (2) at fixed ⇤ are actually exponen-
tial in N . Formally, this result coincides with several
commonly used extrapolation formulas [12–16, 31]. We
also note that this result agrees with semiclassical argu-
ments regarding the convergence of bound-states in the
harmonic oscillator basis [32].
For radii, we proceed as for the bound-state energies

and generalize the extrapolation formulas of Refs. [21, 28]
to

r
2(L,⇤) = r

2
1(⇤)� ↵(⇤) [k1(⇤)L]3 exp [�2k1(⇤)L]

(5)
at fixed UV cuto↵ ⇤.
In the extrapolation formulas (2) and (5), the quantity

k1 is taken as an adjustable parameter. It is only in the
two-body system that k1 is related to the binding energy
B via

B =
~2k21
2µ

. (6)

Here µ = m/2 is the reduced mass, and k1 is the momen-
tum corresponding to the relative coordinate ~r = ~r1�~r2.
We note that the oscillator length for this coordinate em-
ploys the reduced mass instead of the nucleon mass in
Eq. (3).
We would like to understand the physics meaning of

k1 in IR extrapolations of NCSM results for few- and
many-body systems. In the NCSM, the IR length (4)
constitutes an e↵ective hard-wall for the hyperradius ⇢

with

~⇢
2 =

AX

j=1

~r
2
i �A~R

2
cm, (7)

where

~Rcm ⌘ 1

A

AX

j=1

~rj (8)

is the center of mass coordinate. We use an orthog-
onal transformation and introduce Jacobi coordinates
~⇢1, . . . , ~⇢A such that

~⇢A = A
1/2 ~Rcm =

1p
A

AX

j=1

~rj . (9)

Using an orthogonal transformation has the advantage
that the reduced mass corresponding to each of the Ja-
cobi coordinates is simply the nucleon mass m. Thus,



Hyperradial well, explains low-momentum scale

ρ1
ρ1 ρ1

d=p+n 3H=d+n 6Li=d+4He

3

the oscillator length for each Jacobi coordinate is given
by Eq. (3).

Maybe we should have a figure that illustrates these
examples?

We note that there are many ways to introduce Jacobi
coordinates ~⇢1 to ~⇢A�1 that are orthogonal to each other
and orthogonal to ~⇢A in Eq. (9). In particular, one can
choose ~⇢1 such that it corresponds to the lowest-energetic
separation channel. For example, ~⇢1 = (~r1 � ~r2)/

p
2

for the deuteron, ~⇢1 = [~r3 � (~r1 + ~r2)/2]
p

2/3 for the
triton (because its lowest separation is into a neutron
and a deuteron), and ~⇢1 = [(~r1 + ~r2 + ~r3 + ~r4)/4� (~r5 +
~r6)/2]

p
4/3 for 6Li (because its lowest separation is into

an alpha particle and the deuteron). For any such choice
of Jacobi coordinates, the intrinsic hyperradius is

~⇢
2 =

A�1X

j=1

~⇢
2
j . (10)

We note that the e↵ective hard-wall radius L of the
NCSM is also a hard-wall boundary condition also for
the Jacobi coordinate ~⇢1. Thus, bound-states wave func-
tions in this coordinate fall o↵ asymptotically as e�k1|~⇢1|,
with k1 being the momentum conjugate to ⇢1. From the
IR extrapolation we identify k1 = k1. The correspond-
ing separation energy is

S =
~2k21
2m

. (11)

Here, m is the nucleon mass. We note that this mass (op-
posed to a reduced mass) enters here, because we used
an orthogonal transformation from (~r1, . . . ,~rA) to the Ja-
cobi coordinates. We also note that Eq. (11) yields the
same value for the separation energy as Eq. (6) in case
of the two-body bound state.

We recall that the relation between the energy (11) of
the lowest separation channel and the fit parameter k1
from IR extrapolations in the NCSM is valid only in the
asymptotic regime k1L ! 1. Many nuclei have n sep-
aration channels ~⇢1, . . . ~⇢n into di↵erent clusters, and the
corresponding momenta k1, . . . , kn might not be well sep-
arated in scale. In practical NCSM calculations one can
only reach the regime k1L � 1, and this means that other
separation channels can yield non-negligible corrections
to the leading-order IR extrapolation formulas (2) and
(5). In those cases, IR extrapolation will only yield an
approximate value for k1, and the application of Eq. (11)
will only yield an approximate value for the separation
energy.

It would be very useful with a similar interpretation
for the square model space of the CC method.

In what follows, we will apply the extrapolation formu-
las (2) and (5) to obtain bound-state energies and radii
at fixed ⇤. As examples we consider We focus on 4He and
6Li, computed with the NCSM from the nucleon-nucleon
interaction NNLOopt [33]. The cuto↵ of this interaction

⇡

⌫

Mp Mp + 1

Mn Mn � 1

1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6

FIG. 1. Many-body states in the proton and neutron sub-
spaces factorize into blocks according to their Jz projection.
A-particle states with fixed Jz = M are product states |Ii =
|⇡i⌦ |⌫i with proton- and neutron states from corresponding
blocks.

is ⇤� = 500 MeV. The 4He nucleus will serve as an ex-
ample for a well-bound nucleus where IR extrapolations
are relatively simple. As we will see, the case of 6Li is
more challenging because of the low-lying decay channel
6Li!4He+d.

III. PUSHING THE FRONTIER OF EXACT
DIAGONALIZATION WITH THE NCSM

The A > 4 NCSM calculations presented in this work
have been performed with pANTOINE — an exact diago-
nalization code for nuclear physics that is based on the
NCSM version of ANTOINE originally developed by E.
Caurier et al. [34–36]. The main feature of this code
is the implicit construction of the Hamiltonian matrix.
It employs the fact that the total many-body space is a
product of the much smaller spaces spanned by protons
and neutrons. A state I in the full-space basis can be
labeled by a pair of proton (⇡) and neutron (⌫) states as
illustrated in Fig. 1. All the ⇡ (and ⌫) states are classi-
fied in blocks defined by their Jz value. To any proton
block Jz,p = Mp there is a corresponding neutron block
Jz,n = Mn = M � Mp, where Jz = M is the total an-
gular momentum projection of the A-body state. Total
wave functions are built by the association of a proton
state ⇡ (belonging to the block Mp) to a neutron state ⌫

(belonging to the corresponding neutron block Mn). A
simple numerical relation

I = R(⇡) + ⌫ (12)

describing the index of a full multi-particle state can be
established. Non-zero elements of the matrix, HII0 =
V (K), are obtained through three integer additions: I =
R(⇡) + ⌫, I 0 = R(⇡0) + ⌫

0 and K = Q(q⇡) + q⌫ . The
index q⇡ labels the one-body operator acting between
⇡ and ⇡

0 states, and analogously the index q⌫ links ⌫

and ⌫
0 states. The storage of pre-calculated (⇡,⇡0,q⇡)

and (⌫,⌫0,q⌫) labels remains possible as the dimensions
in respective proton- and neutron-spaces are moderate
compared to those of the full A-body space. Note that
the each triple either applies to the proton- or neutron-
subspace only. By performing a simple double-loop over

3
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~r6)/2]

p
4/3 for 6Li (because its lowest separation is into

an alpha particle and the deuteron). For any such choice
of Jacobi coordinates, the intrinsic hyperradius is

~⇢
2 =

A�1X

j=1

~⇢
2
j . (10)

We note that the e↵ective hard-wall radius L of the
NCSM is also a hard-wall boundary condition also for
the Jacobi coordinate ~⇢1. Thus, bound-states wave func-
tions in this coordinate fall o↵ asymptotically as e�k1|~⇢1|,
with k1 being the momentum conjugate to ⇢1. From the
IR extrapolation we identify k1 = k1. The correspond-
ing separation energy is

S =
~2k21
2m

. (11)

Here, m is the nucleon mass. We note that this mass (op-
posed to a reduced mass) enters here, because we used
an orthogonal transformation from (~r1, . . . ,~rA) to the Ja-
cobi coordinates. We also note that Eq. (11) yields the
same value for the separation energy as Eq. (6) in case
of the two-body bound state.

We recall that the relation between the energy (11) of
the lowest separation channel and the fit parameter k1
from IR extrapolations in the NCSM is valid only in the
asymptotic regime k1L ! 1. Many nuclei have n sep-
aration channels ~⇢1, . . . ~⇢n into di↵erent clusters, and the
corresponding momenta k1, . . . , kn might not be well sep-
arated in scale. In practical NCSM calculations one can
only reach the regime k1L � 1, and this means that other
separation channels can yield non-negligible corrections
to the leading-order IR extrapolation formulas (2) and
(5). In those cases, IR extrapolation will only yield an
approximate value for k1, and the application of Eq. (11)
will only yield an approximate value for the separation
energy.

It would be very useful with a similar interpretation
for the square model space of the CC method.

In what follows, we will apply the extrapolation formu-
las (2) and (5) to obtain bound-state energies and radii
at fixed ⇤. As examples we consider We focus on 4He and
6Li, computed with the NCSM from the nucleon-nucleon
interaction NNLOopt [33]. The cuto↵ of this interaction
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Mn Mn � 1
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FIG. 1. Many-body states in the proton and neutron sub-
spaces factorize into blocks according to their Jz projection.
A-particle states with fixed Jz = M are product states |Ii =
|⇡i⌦ |⌫i with proton- and neutron states from corresponding
blocks.

is ⇤� = 500 MeV. The 4He nucleus will serve as an ex-
ample for a well-bound nucleus where IR extrapolations
are relatively simple. As we will see, the case of 6Li is
more challenging because of the low-lying decay channel
6Li!4He+d.

III. PUSHING THE FRONTIER OF EXACT
DIAGONALIZATION WITH THE NCSM

The A > 4 NCSM calculations presented in this work
have been performed with pANTOINE — an exact diago-
nalization code for nuclear physics that is based on the
NCSM version of ANTOINE originally developed by E.
Caurier et al. [34–36]. The main feature of this code
is the implicit construction of the Hamiltonian matrix.
It employs the fact that the total many-body space is a
product of the much smaller spaces spanned by protons
and neutrons. A state I in the full-space basis can be
labeled by a pair of proton (⇡) and neutron (⌫) states as
illustrated in Fig. 1. All the ⇡ (and ⌫) states are classi-
fied in blocks defined by their Jz value. To any proton
block Jz,p = Mp there is a corresponding neutron block
Jz,n = Mn = M � Mp, where Jz = M is the total an-
gular momentum projection of the A-body state. Total
wave functions are built by the association of a proton
state ⇡ (belonging to the block Mp) to a neutron state ⌫

(belonging to the corresponding neutron block Mn). A
simple numerical relation

I = R(⇡) + ⌫ (12)

describing the index of a full multi-particle state can be
established. Non-zero elements of the matrix, HII0 =
V (K), are obtained through three integer additions: I =
R(⇡) + ⌫, I 0 = R(⇡0) + ⌫

0 and K = Q(q⇡) + q⌫ . The
index q⇡ labels the one-body operator acting between
⇡ and ⇡

0 states, and analogously the index q⌫ links ⌫

and ⌫
0 states. The storage of pre-calculated (⇡,⇡0,q⇡)

and (⌫,⌫0,q⌫) labels remains possible as the dimensions
in respective proton- and neutron-spaces are moderate
compared to those of the full A-body space. Note that
the each triple either applies to the proton- or neutron-
subspace only. By performing a simple double-loop over

3

the oscillator length for each Jacobi coordinate is given
by Eq. (3).

Maybe we should have a figure that illustrates these
examples?
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We note that the e↵ective hard-wall radius L of the
NCSM is also a hard-wall boundary condition also for
the Jacobi coordinate ~⇢1. Thus, bound-states wave func-
tions in this coordinate fall o↵ asymptotically as e�k1|~⇢1|,
with k1 being the momentum conjugate to ⇢1. From the
IR extrapolation we identify k1 = k1. The correspond-
ing separation energy is
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~2k21
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Here, m is the nucleon mass. We note that this mass (op-
posed to a reduced mass) enters here, because we used
an orthogonal transformation from (~r1, . . . ,~rA) to the Ja-
cobi coordinates. We also note that Eq. (11) yields the
same value for the separation energy as Eq. (6) in case
of the two-body bound state.

We recall that the relation between the energy (11) of
the lowest separation channel and the fit parameter k1
from IR extrapolations in the NCSM is valid only in the
asymptotic regime k1L ! 1. Many nuclei have n sep-
aration channels ~⇢1, . . . ~⇢n into di↵erent clusters, and the
corresponding momenta k1, . . . , kn might not be well sep-
arated in scale. In practical NCSM calculations one can
only reach the regime k1L � 1, and this means that other
separation channels can yield non-negligible corrections
to the leading-order IR extrapolation formulas (2) and
(5). In those cases, IR extrapolation will only yield an
approximate value for k1, and the application of Eq. (11)
will only yield an approximate value for the separation
energy.

It would be very useful with a similar interpretation
for the square model space of the CC method.

In what follows, we will apply the extrapolation formu-
las (2) and (5) to obtain bound-state energies and radii
at fixed ⇤. As examples we consider We focus on 4He and
6Li, computed with the NCSM from the nucleon-nucleon
interaction NNLOopt [33]. The cuto↵ of this interaction
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spaces factorize into blocks according to their Jz projection.
A-particle states with fixed Jz = M are product states |Ii =
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is ⇤� = 500 MeV. The 4He nucleus will serve as an ex-
ample for a well-bound nucleus where IR extrapolations
are relatively simple. As we will see, the case of 6Li is
more challenging because of the low-lying decay channel
6Li!4He+d.

III. PUSHING THE FRONTIER OF EXACT
DIAGONALIZATION WITH THE NCSM

The A > 4 NCSM calculations presented in this work
have been performed with pANTOINE — an exact diago-
nalization code for nuclear physics that is based on the
NCSM version of ANTOINE originally developed by E.
Caurier et al. [34–36]. The main feature of this code
is the implicit construction of the Hamiltonian matrix.
It employs the fact that the total many-body space is a
product of the much smaller spaces spanned by protons
and neutrons. A state I in the full-space basis can be
labeled by a pair of proton (⇡) and neutron (⌫) states as
illustrated in Fig. 1. All the ⇡ (and ⌫) states are classi-
fied in blocks defined by their Jz value. To any proton
block Jz,p = Mp there is a corresponding neutron block
Jz,n = Mn = M � Mp, where Jz = M is the total an-
gular momentum projection of the A-body state. Total
wave functions are built by the association of a proton
state ⇡ (belonging to the block Mp) to a neutron state ⌫

(belonging to the corresponding neutron block Mn). A
simple numerical relation

I = R(⇡) + ⌫ (12)

describing the index of a full multi-particle state can be
established. Non-zero elements of the matrix, HII0 =
V (K), are obtained through three integer additions: I =
R(⇡) + ⌫, I 0 = R(⇡0) + ⌫

0 and K = Q(q⇡) + q⌫ . The
index q⇡ labels the one-body operator acting between
⇡ and ⇡

0 states, and analogously the index q⌫ links ⌫

and ⌫
0 states. The storage of pre-calculated (⇡,⇡0,q⇡)

and (⌫,⌫0,q⌫) labels remains possible as the dimensions
in respective proton- and neutron-spaces are moderate
compared to those of the full A-body space. Note that
the each triple either applies to the proton- or neutron-
subspace only. By performing a simple double-loop over

NCSM: hyper-radial well

Separation energy for lowest threshold

See also König and Lee, arXiv:1701.00279 for volume 
dependence of N-Body Bound States in lattice calculations.



Results: A=3 — ground-state energy
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Results: 6Li — ground-state energy
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3H d+n 0.54(1) 0.54(1)
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4He 3H+p 0.84(5) 0.97(3)

6Li 4He+d 0.44(5) 0.19(8)
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BAYESIAN POSTERIORS IN THE 
NUCLEON-NUCLEON SECTOR



Overview of our research efforts

▸ Does nuclear-physics phenomena 
emerge in a “from few to many” ab 
initio approach? 

▸ Is available few-body data sufficient 
to constrain this model? Does the 
model become fine-tuned?

Explore alternative strategies of 
informing the model about low-
energy many-body observables. ▸ Can/should emergent phenomena 

be used to constrain  the model? 

▸ How to quantify systematic 
uncertainties in such an approach?

Diversify and extend the statistical 
analysis of chiral-EFT based nuclear 
interactions in a data-driven approach. 

We aim to develop the technology 
and ability to:



▸ Inductive inference: Premises bear on truth/falsity of H, but don’t 
allow its definite determination  

▸ Statistical Inference: Quantify the strength of inductive inferences 
from data and other premises to hypotheses about the phenomena 
producing the data.  

▸ Quantify via probabilities, or averages calculated using probabilities. 
Frequentists and Bayesians use probabilities very different for this.

Inference

“the act of passing from one proposition, statement, or 
judgment considered as true to another whose truth is 
believed to follow from that of the former” (Webster)

Do premises A, B, . . . → hypothesis, H? 



▸ Assume that hypothesis Hi is a model Mi with parameters 
!i. 

▸ In frequentist statistics we devise a procedure to choose 
among Hi using data D. Apply this procedure to Dobs.  

▸ Report long-run performance (e.g., how often it is correct, 
how “far” the choice is from the truth on average). 

Parametric models



FREQUENTIST CHI-SQUARED MINIMZATION
Low-energy constants (LECs) need to be fitted to experimental data. 

FIT "N-SECTOR 

TO "N DATA

FIT NN  
CONTACTS TO  

NN PHASE SHIFTS

FIT NN  
CONTACTS TO  

NN DATA

FIT CD,CE  
(+ Ctnn1S0) 

TO A=3 DATA

SIMULTANEOUS 
OPTIMIZATION

�2 (~p) ⌘
X

i

r2i (~p) =
X

j2NN

r2j (~p) +
X

k2⇡N

r2k (~p) +
X

l23N

r2l (~p)

‣ Efficient minimization algorithms (Levenberg-Marquardt, Newton), and 
statistical error analysis require derivatives. We use Automatic 
Differentiation (AD) for this purpose. 

‣ There is a possibility to find several minima in the various channels;  
They will then multiply into many local minima that don’t necessarily 
disappear when doing simultaneous optimisation of all parameters to 
all data.



▸ Assume that hypothesis Hi is a model Mi with parameters !i. 

▸ In frequentist statistics we devise a procedure to choose among 
Hi using data D. Apply this procedure to Dobs.  

▸ Report long-run performance (e.g., how often it is correct, how 
“far” the choice is from the truth on average).  

▸ In Bayesian statistics we assess the hypotheses by calculating 
their probabilities p(Hi| . . .) conditional on known and/or 
presumed information using the rules of probability theory.  

▸ Parameter estimation: Assume that the model Mi is true;  
Compute: p(!i | Dobs, Mi, I) 

▸ Model comparison: Compute ratio: p(Mi | Dobs, I) / p(Mj | Dobs, I)

Parametric models



▸ For many lessons and suggestions on the use of Bayesian 
methods in Effective Field Theories, see work by the BUQEYE 
collaboration (and talks by Daniel and Sarah). 

▸ Here we report on progress in implementing Bayesian methods 
for parameter estimation in Chiral EFT (up to N3LO) using NN 
scattering data (phase shifts). 

Bayesian parameter estimation

Bayes’ theorem (follows from probability product rule):

p(↵|D, I) =
p(D|↵, I)p(↵|I)

p(D|I)
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posterior likelihood prior

normalization

Marginalization: p(↵1|D, I) =

Z
d↵2 . . . d↵kp(↵|D, I)
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The deuteron channel

MCMC  
samples Main modes 

of the 
posterior 
probability 
distribution



The deuteron channel

Zoom in on the 
main mode



The deuteron channel

arg max(#2)

Compare to chi-
squared 
minimization



▸ Expectation integrals for observables can be performed 
using the posterior pdf

Expectation integrals, error propagation

The MCMC algorithm generates N samples 
{!j} according to the posterior pdf

hO(↵)i =
Z

d↵p(↵|D, I)O(↵)
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Deuteron observables



STATISTICAL ERROR ANALYSISStatistical errors

I In a minimum there will be an uncertainty in the optimal
parameter values p0 given by the �2 surface.1

I From the hessian at p0 we can calculate a covariance matrix
and from that a correlation matrix.

1J Dobaczewski et al 2014 J. Phys. G: Nucl. Part. Phys. 41 074001
Boris D. Carlsson �EFT optimization

O(p0 +�p)�O(p0) ⇡
�
�p

T
�
JO +

1

2

�
�p

T
�
HO (�p)

‣ Approximate the objective function with a quadratic form 
in the vicinity of the optimum. Compute the hessian 
matrix.

‣ Expand observables similarly, to second order 

‣ The covariance between two observables is then

Cov(OA,OB) ⇡ JT
OA

Cov(p0)JOB + second order



Deuteron observables



Redundant parameters

N3LO: 1S0 with  
redundant LECs

(see also 
Sarah’s talk)



Conclusion



Quantum many-body systems in finite oscillator spaces 

▸ Demonstration how to profitably perform IR extrapolations in practice. 

▸ Large-scale exact diagonalization reveals the relevant low-momentum scale of 
finite nuclei — related to the threshold energy for the first open decay channel.

CONCLUSION

Bayesian methods for uncertainty quantification 

▸ Demonstrated successful sampling of Bayesian posterior pdfs in 
the nucleon-nucleon sector and the subsequent error propagation. 

▸ Bayesian analysis will allow:  

▸ the incorporation of truncation errors using marginalisation 

▸ model validation 

▸ model checking.
see Daniels’s and  
Sarah’s talks
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